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A framework for palm tree detection from 
WorldView 2 imagery using contextual texture-
based classification and local maxima filtering 

Soufiane IDBRAM, Aissam Bekkari, Azeddine Elhassouny and Driss MAMMASS 
 

Abstract— In this study, we present a hybrid framework for palm tree detection by combining two processes. In the first one, we apply a 
supervised contextual texture-based classification algorithm to a combined layer of pan-sharpened multi-spectral (MS) bands and texture 
measures. Texture is modeled with the joint distribution of the Local Binary Pattern (LBP) operator, local variance and NDVI ratio. The 
contextual classification method is based on Markov Random Fields. Palm tree objects and their shadow are derived from the classified 
image. The second process is based on a new local maxima filtering (LM) using watershed map to extract the plausibles treetops 
positions. The classification result provides additional information allowing by combining it with the LM result to correct/complete the palm 
tree objects identification.  

The proposed method is evaluated on five subsets of a WorldView 2 high-resolution imagery of a date palm grove area on the southwest of 
Morocco, the experimental results show that the proposed method outperforms the standard LM filtering and the traditional classifiers 
(MLC and SVM), thus achieving higher detection accuracy. 

Index Terms— Contextual classification, local binary pattern, local maxima filtering, palm tree detection, watershed segmentation, 
WorldView 2 imagery.  

——————————      —————————— 

1 INTRODUCTION                                                                     
alm groves are one of the most characteristic agro-
ecosystems of Morocco, not only for their natural and 
scenic value, but also because of the socio-economic 

impact. Therefore, conservation and monitoring have be-
come a primary objective, thus, knowledge of spatial distri-
bution of palm tree becomes a necessity.  

In this sense, remote sensing presents an effective tool to 
map palm groves, to count palm trees, and to detect their 
possible diseases, several studies have extended methods 
developed for optical imageries to detect single trees. Those 
methods include many techniques (filtering, segmentation, 
classification etc.).  

In the case of methods filtering techniques, Local maxi-
ma filtering (LM) [1], [2] and watershed segmentation [3], 
[4], [5]  are commonly used for treetops detection and tree 
crown segmentation and are ready for operational applica-
tion because of their rapid implementation while maintain-
ing the capability to produce relatively accurate results [6].  

For the classification techniques, classification process 
can be performed in several ways, e.g., supervised or unsu-

pervised, parametric or nonparametric, contextual or non-
contextual. In the category of contextual methods, probabil-
istic ones represent another branch of powerful tools in 
image classification [7]. In particular, stochastic models 
have evolved from Markov Random Fields (MRF) to object 
processes. The fundamental idea of the MRF is to introduce 
contextual relations on a local neighborhood. Thus, besides 
spectral values for each pixel, information from its neigh-
boring pixels is also evaluated. Various stochastic models 
have been proposed to detect tree from remote sensing data 
[8], [9], [10]. However, the optimization process is typically 
lengthy and computationally expensive, thereby, several 
research work have opted for deterministic methods such 
as the Iterated Conditional Mode (ICM).   

The usefulness of incorporation of texture measure for 
mapping tree species using high resolution MS imagery is 
well established [11]. More details of texture measures can 
be found in [12] and its application in remote sensing in 
[13]. Among texture operators, a relatively new and simple 
texture model is Local Binary Pattern (LBP) [14], [15]. It is a 
theoretically simple yet efficient multi-resolution approach 
to gray scale and rotation invariant texture classification. 

This study presents a framework used to detect palm 
trees from remote sensing imagery following two levels of 
image processing techniques. In the first level, we focus on 
the application of a supervised contextual classification 
method using Markov Random Fields. In this regard, we 
have used the ICM algorithm developed in [16] [17] to 
model the prior distribution of the image as a locally de-
pendent MRF, for which the maximum a posteriori estimate 
is approximated iteratively. As input variables for the clas-
sifier, a combined layer of pan-sharpened multi-spectral 
(MS) bands and texture measures were used. Texture is 
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modeled with the joint distribution of the Local Binary 
Pattern (LBP) operator, local variance and NDVI ratio. The 
second level is based on a new local maxima filtering using 
watershed map to extract the plausibles treetops positions, 
this result will be corrected and completed with that of the 
first level in a post-processing. 

This paper is organized as follows. Section 2 is dedicated 
to the formulation of our proposed model. We provide an 
overview of the processing workflow, followed by detailing 
the model levels. Section 3 describes the study area, the 
data used in the study and the achieved results. Finally, 
conclusions are given in Section 4. 

2 METHODOLOGY 
2.1 The proposed workflow 
Due to the complexity of the scenes and of the several fac-
tors limiting digital palm trees detection, our conceptual 
workflow incorporates a preprocessing step followed by 
two main blocks and finaly a post-processing step. The first 
block is devoted to the classification, the classified image is 
compared with the validation samples to determine the 
level of accuracy of the resulting classification. The second 
is related to the palm treetops detection, the detected palm 
trees are compared with the reference data. The post pro-
cessing aims to combine the two results to identify correct-
ely palm trees. The workflow outlining steps of our meth-
odology is shown in Figure 1. 

2.2 Preprocessing 
The preprocessing starts with a process of fusion where the 
multispectral bands were resampled through the Gram-
Smith Spectral sharpening with the panchromatic band. 
Thus, an image is obtained that has not only a higher spa-
tial resolution, but also all the spectral information. Then to 
the pan-sharpened multi-spectral (MS) image we add three 
other texture bands of the joint distribution of the Local 
Binary Pattern (LBP) operator, local variance and NDVI 
ratio. 

2.2.1 Review of local binary patterns 
The local binary pattern (LBP) operator introduced by Ojala 
et al. [15] is a computationally efficient yet powerful means 
of texture description. It probes an image by comparing, for 
each pixel of the image, its gray value with each gray value 
of its neighboring pixels in a sequential, clockwise way. 
Then, the differences between the central pixel value and its 
neighboring values are encoded into a binary pattern. For-
mally, 

𝑳𝑳𝑳𝑹,𝑳 = ∑ 𝒖(𝒈𝑳 − 𝒈𝒄).𝟐𝒑𝑳−𝟏
𝑳=𝟎 , 𝒖(𝒙) = �𝟏, 𝒙 ≥ 𝟎

𝟎, 𝒙 < 𝟎                 
(1) 

 
where gc is the gray value of the central pixel, gp is the value 
of its pth neighbor, P is the total number of neighbors 
equally located on a circle of radius R. On this circle, if a 
neighbor position does not perfectly fit with the center of a 

 
Fig. 1. Processing flow chart of the palm trees mapping. IJSER
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pixel (as it often occurs, as shown in Figure 2) its gray value 
is calculated by using bi-linear interpolation. The resulting 
patterns are then accumulated into a histogram to represent 
statistically the texture content of an image. 

 
The LBP approach has several desirable properties: gray-

scale invariance, computational simplicity, and impressive 
discriminant power. However, the LBP operator produces 
fairly high dimensional feature vectors (2P distinct values). 
This high dimensionality makes it in practice intractable to 
be used by a classifier for a “large” (> 16) value of P. One 
solution is to only consider the “uniform” patterns [15]. The 
U value of LBP is defined as the number of spatial transi-
tions (bitwise 0/1 changes): 

 
𝑈(𝐿𝐿𝐿𝑁,𝑃)      |𝑢(𝑔𝑃−1 − 𝑔𝑐)− 𝑢(𝑔0 − 𝑔𝑐)| +
                          ∑  |𝑢(𝑔𝑃 − 𝑔𝑐)− 𝑢(𝑔𝑃−1 − 𝑔𝑐)|𝑃−1

𝑃=1                     (2) 
 
The patterns which have an U value of at most 2 are de-
fined as “uniform” patterns. Thus, the histogram dimension 
is reduced to P(P − 1) + 3. 

Furthermore, the rotation invariant uniform LBP is 
achieved by the following formulas: 

 

 𝐿𝐿𝐿𝑁,𝑃
𝑟𝑖𝑢2 = �∑ 𝑢�𝑔𝑝 − 𝑔𝑐�, if  𝑈�𝐿𝐿𝐿𝑁,𝑃� ≤ 2𝑃−1

𝑃=0

𝐿 + 1,                                     otherwise
                    (3) 

 
Therefore, mapping from 𝐿𝐿𝐿𝑁,𝑃

𝑢2  to 𝐿𝐿𝐿𝑁,𝑃
𝑟𝑖𝑢2 further reduces 

the length of the feature vector to P + 2, leading to a more 
compact image representation.  

2.2.2 GLCM variance 
As cited previously, the approach of LBP hase a gray scale 
invariance property,thus, the classifier will be reinforced by 
the  incorporation of another texture measure proposed by 
Haralick et al. [12] which is the Gray-Level Co-occurrence 
Matrices variance (GLCM variance) in average over all four 
different directions (0, 45, 90 and 135). Since texture has 
multi-scale perspective, the window size for texture synthe-
sis plays an important role. Considering small patch size of 
palm tree in the study area, 3 × 3 window size was used. 
  
𝐺𝐿𝐺𝐺 𝑣𝑣𝑣 = 𝜎𝑖,𝑗2 − ∑ 𝑝𝑖,𝑗�𝑖, 𝑗 − 𝜇𝑖,𝑗�𝑁−1

𝑖,𝑗=0                                   (4) 
 
i is the row number, j is the column number; pi,j is the nor-
malized frequencies at which two neighboring pixels sepa-
rated by a constant shift occur in the image,  N is the di-

mension of the GLCM, i.e., the number of grey levels pre-
sent in the image. 

2.2.3 NDVI 
It is beneficial to mask vegetation in the PAN-MS image in 
order to reduce computational load and confusion. So, the 
Normalized Difference Vegetation Index (NDVI) [18] 
definded in (5) is used as a sensitive indicator to mask out 
everything that is not vegetation. 
 
 𝑁𝑁𝑁𝑁 = 𝑁𝑁𝑁−𝑁𝑅𝑅

𝑁𝑁𝑁+𝑁𝑅𝑅
                                                                   (5) 

 
where NIR  is the reflectance value of the near-infrared 
channel (band 7), and RED is the reflectance value of the 
red channel (band 5). Vegetation has a high reflectance in 
the NIR channel and a low reflectance in the RED channel. 
Consequently, the NDVI equation produces values in range 
of -1.0 to 1.0, where increasing positive values indicate in-
creasing green vegetation and negative values indicate non 
vegetated surface features. 

2.3 ICM classification 
2.3.1 MRF in imagery 
We are given an image MxN defined on  

{ }NjMijis ≤≤≤≤==Ω 1,1);,(  with value in E, thus, an 
element 𝑥𝑠 of E is a matrix ),( Ω∈= sxx s where 𝑥𝑠  is for 
example the gray scale associated to the site s. 

To the family { }Ω∈= ssVV ),(  is associated a class of 
the distribution probability, called Markov field and charac-
terized by the following property: 
 

 { } { }



−∈=−Ω∈ ))(,(),(
ionconfigurat  any  for                  ,0)(
ssVrxxPsrxxP

xxP

rsrs

sx =
               (6) 

       
The probability of a pixel 𝑥𝑠 conditional to all the others 

is equal to the conditional probability of 𝑥𝑠 knowing the 
pixels of its local neighborhood V(s). The value of the other 
sites r is supposed known { }sr −Ω∈ . In the context of land 
cover classification, this property implies that the same land 
cover class is more likely to occur in connected regions than 
isolated pixels. 

The theorem of Hammersley-Clifford [19] makes it pos-
sible to characterize the MRFs in overall terms from the 
expression of the a priori probability of a configuration of 
the classes ( )xXP = . It allows to  establish a correspond-
ence between a Markov field and a Gibbs field when no 
realization of X has a null probability. It shows that a defi-
nite random field on a network is a Markovian field if and 
only if its distribution of the a priori probability P(x) is a 
Gibbs distribution, defined by: 
 

( ) ( )xUe
Z

xP −=
1

                                                                         (7) 

where Z is a normalizing constant. 

2.3.2 The estimation criteria in MRF 
There are several criteria for estimating the variables of 

 
Fig. 2. Circularly symmetric neighbor sets for different (R,P) 
values of LBP.  
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interest x, the one which is applied is the estimator of the 
Maximisation of the a posteriori (MAP), so that the best es-
timate is the most probable given the observed realization y 
and which amounts to minimize energy U(x). 

In the case of MAP, there exist several methods of re-
searching its solution: deterministic or stochastic. In our 
work we have opted for a deterministic method, which is 
the Iterated Conditional Mode method (ICM), because the 
convergence is guaranteed with a reasonable time of execu-
tion. 

2.3.3 Minimization of the posterior energy by the ICM 
Proposed by Besag [19], by assigning to each site s the class 
that maximizes the conditional probability to the observa-
tion in s and therefore minimizes the function of energy. 

Let { }Ω∈== syYY ss ;  and { }Ω∈== sxXX ss ; . Each 
pixel configuration 𝑥𝑠 denotes one land cover class. Hence, 

{ }Lxs ,...,1∈ . A simple way to see this method is using 
Markovian property as follows: developing the a posteriori 
probability compared to a pixel s, we choose as a new value 
in s the one that maximizes the conditional probability

)( yYxXP == , which can be written as, 
 

[ ]{ })()(maxarg *
ssX

xPxxyPX ==                                         (8) 

here, )( sxxyP =  is the probability that the data point y is 
observed for the given class of the configuration x in the 
site s, whereas )( sxP denotes the a priori probability of the 
configuration 𝑥𝑠. To calculate the probability )( sxxyP = , a 
multivariate Gaussian distribution with mean vector 𝜇𝑠 and 
covariance matrix ∑𝑠 is assumed for class in 𝑥𝑠  : 

 





 −∑−−×

∑
== − )()(

2
1exp

)2(
1)( 1

212 sss
T

ss
s

ds yyxxyP µµ
π

 (9) 
where d is the number of spectral bands. 

The common covariance matrix is ∑ = ∑=∑ L
i iL 1

1 . 

Substituting (9) into (8), yields, 
 
 [ ]{ }))(exp(maxarg * YXECX

X
−=

                                          
 

(10) 
where 2)2(1 d

TZC π=   and 

)ln(
2
1)()(

2
1)(1)( 1

ssss
T

sss yyxU
T

YXE ∑+−∑−+×= − µµ  

Since the exponential function is monotonic and C is a con-
stant that is independent of X, (10) can be reduced to: 
 

[ ]{ })(minarg * YXEX
X

=                                                           (11) 

2.3.4 ICM method with contextual constraints 
The formalism of Markov Random Fields makes it possible 
to introduce, in a flexible way, the constraints of spatial 
context through their modeling by some potential func-
tions. We have used the method developped in [17], in 
addition to the constraint of the neighbourhood (regulariza-

tion or smoothing constraint) the method introduced an-
other constraint which is that of the contour (segmentation) 
in order to minimize more the function of energy (11) in the 
classification. The expression of the function of energy, 
corresponding to the constraints used in the modeling of 
the a priori probability is as follow:  
 

),,()(1)( ssss yfxU
T

YXE ∑+∝ µ                                           (12) 

where 
)()()(

int_
int scontourssmooth

sconstraall
constras xUxUUxU +== ∑           (13) 

for more details refer to [17]. 

2.4 Local maxima filtering 
2.4.1 Segmentation map 
In this step we begin with the realization of the segmenta-
tion map, thus, we extract closed and squelettized contour 
from the image of powers contours known as the gradient 
image produced by a Shen-Castan filtering. The program 
will perform a watershed algorithm [17] with a simple 
threshold. It is a method resulting from the mathematical 
morphology, systematic and effective to provide directly 
squelettized and closed contours. If we consider the image 
of powers contours as a surface in the 3D space, we can use 
the terminology of geography which defines the watershed 
as the limit between two catchment basins. The method 
consists in simulating a filling of the basins of the image of 
powers contours beginning with the local minima, until the 
meeting of water of the neighbouring basins which forms 
the watershed. At this place, we construct a dam to an-
nounce the presence of a contour. The threshold of segmen-
tation causes to fill the basins until a height equal to the 
threshold without constructing the dams (hence the con-
tours), then we repeat the usual process. For a threshold of 
zero, we find the classical watershed algorithm. 

The implemented program allows a maximum of 256 
levels of immersion, which means 256 possible thresholds 
segmentation (0-255). 

As the shape of palm tree is circular or elliptical, the 
choice of threshold is based on a shape index. Segment 
shape is obtained by calculating segment length/width 
proportion and a shape index defined as: 
  
𝑆 = 𝑒

4√𝐴
                                                                                   (14) 

 
 
 
 
 
 
 
 
 
 
 

The shape index S is the border length e of the image 
segment divided by four times the square root of its area A. 

 
Fig. 3. Watershed segmentation thresholding.  
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2.4.2 Variable window LM filtering 
To optimize the performance of local maximum filtering, 
we first smoothed the pan-sharpened multi-spectral (PAM-
MS) image using Gaussian smoothing, this filtering method 
uses a bell-shaped Gaussian distribution. Thus, the filter 
reduces the noise level in the image and also raises the 
radiometric values of the palm tree peaks, which theoreti-
cally results in reduced overestimation errors. Smoothing 
based on a Gaussian core is driven by two parameters, 
namely the standard deviation and window size. In this 
study, standard deviation σ and window size were set to 1 
and 3 × 3 pixels. 

Wulder et al. [2] have showed that the success of local 
maximum filtering in locating trees depends on the size 
and distribution of trees in relation to the image spatial 
resolution. A static-sized 3x3 pixel LM filter provides an 
indication of the maximum number of palm trees that may 
be found in the imagery, yet high errors of commission 
reduce the integrity of the results. They have demonstrated 
that the variable window-size techniques allow a reduction 
in both the errors of commission and omission. From this 
finding, we propose a new concept of variable windowing, 
it is based on the watershed segmentation map. In the 
search for maxima, we consider for each pixel the corre-
sponding segment that contains it, or in the case where the 
pixel is on the contour, we consider the largest segment of 
those they share it. At the end of this stage we will have a 
map of plausibles palm treetops positions. 

2.5 Post-processing 
In this step we select the accurate configuration of palm 
treetops by combining the classification and LM filtering 
results according to the proposed algorithm.  
 
Let  PTT denote the palm treetops and 𝐺𝑃 denotes the Palm 
tree class 
𝒊𝒐𝒓 𝑛𝑣𝑐ℎ 𝐿𝑃𝑃𝑖   

𝒊𝒊 𝐿𝑃𝑃𝑖  ∩ 𝐺𝑃𝒕𝒕𝒆𝒕 
we keep this 𝐿𝑃𝑃𝑖  

𝒆𝒆𝒆𝒆 𝒊𝒊 ∃ 𝐺𝑃1…𝑗𝜖 7𝑥7 𝐿𝑃𝑃𝑖 𝑛𝑛𝑖𝑔ℎ𝑏𝑏𝑣ℎ𝑏𝑏𝑜 𝒕𝒕𝒆𝒕 

              we take the center of    �𝐿𝑃𝑃𝑖 , 𝐺𝐺(𝐺𝑃1…𝑗)�  
as a new 𝐿𝑃𝑃𝑖′  instead of  𝐿𝑃𝑃𝑖 

         𝒆𝒆𝒆𝒆 
               we decline 𝐿𝑃𝑃𝑖 
          𝒆𝒕𝒅 𝒊𝒊 
𝒆𝒕𝒅 𝒊𝒊 

𝒆𝒕𝒅 𝒊𝒐𝒓 
 
where CG is the center of gravity of the segment and j is 
equal at least to 5 pixels which is equivalent to 1.25 m2 of 
palm tree surface. 

3 RESULT AND DISCUSSION 
3.1 Study area 
The study area is the date palm grove of Mezguita (Figure 
4), in the Draa River Valley, Morocco. It has an extension of 
44 km2. The mean altitude is near 900 m above sea level. 
The area is characterized by a prevalence of small property. 
85.8 % of farms have a surface lower than 2 ha and only 5.3 
% of farms have a surface higher than 5 ha. In this very 
fragmented zone where date palms coexist with other 
crops. 

3.2 Satellite data 
A 9 km x 4.9 km Worldview-2 (WV2) image of the Mezgui-
ta Oasis (Figure 4), acquired on 25 July 2013 was used. The 
acquisition was slightly off-nadir at 83.2° satellite elevation. 
The image was supplied at the nominal spatial resolution of 
0.50 m/pixel and 2 m/pixel for the panchromatic and mul-
tispectral bands, respectively. 

 
    
 

   

  

 

 

 

 

 
 

From the satellite imagery, we have created five subsets 
of 200 x 200 m which presents scenes with differents de-
grees of overlap. 

3.3 Classification result 
To evaluate the classification results, we have also made 
some tests with the most used non-contextual classifier 
namely ML and SVM using ENVI Software. The compari-
son between these two categories shows the contribution of 
the  contextual classification (Table 1). The ICM classifica-
tion results are represented in the Figure 5. We observe the 
interest of the use of texture with the joint distribution of 
the Local Binary Pattern (LBP) operator, local variance and 
NDVI ratio information to refine the result, the red rectan-
gle shows an example of misclassification of the palm tree 
class. 

 
Fig. 4. Worldview-2 image of the Mezguita Oasis.  
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Table 1 shows a summary of overall percentage accuracy 
results, we note that the non-contextual results (ML and 
SVM) did not allow good palm trees class detection (75.7% 
and 81.2% respectively of total accuracy using ENVI Soft-
ware). On the contrary, for the ICM method a total palm 
trees accuracy of 84.8 % was achieved. This percentage 

increases with the use of the selected texture features to 
reach a total accuracy of 91.5%. 

3.4 Local maxima filtering result 
The figure 6 presents the comparaison between a standard 
static-sized LM filtering and our proposed variable window 
LM filtering based on watershed segmentation map. For the 
classical method we have chosen a window size of 3x3 
according to [2]. From a visual results interpretation we 
notice the big difference between the two results, we can 
say that standard LM may give us an idea about the num-
ber of palm trees but does not detect them exactly, contrary 
to our method which enables us to distinguish better the 
treetops. However, there are some false detections that can 
be corrected through the next step. 

To evaluate the performances of the proposed LM filter-
ing, the detected palm trees are compared with the refer-
ence data (500 palm trees from the 5 subsets). The compari-
son results of the entire aggregated palm trees from the 
detected palm trees and the reference data can be classified 
into the following three categories: the correctly detected 
palm trees (correct), palm trees in the detection results that 
have no corresponding reference palm tree (commission) 
and palm trees in the reference data not detected (omis-
sion). Commission/Omission statistics and the overall de-
tection accuracy are used to quantify the detection results. 
Table 2 shows a summary of overall percentage accuracy 
results. The overall accuracy of palm trees detection based 
on the LM filtering using segmentation map exhibited a 
largely higher accuracy (77.01%) than that with a standard 
LM filtering (53.6%).   

3.5 Post-processing result 
In this step we select the plausibles palm treetops by com-
bining the classification and LM filtering results according 
to the proposed algorithm (section 2.5). The figure 7 illus-
trates this result.  

It is interesting to note from figure 7 that  the aim when 
applying the proposed algorithm is to maintain the number 
of legitimate palm trees found while also minimizing the 

amount of pixels falsely identified as palm treetops, thus, 
additional palm tree detection errors may not arise in this  
step. The overall accuracy of palm tree detection reached 
92.2%. 

 

TABLE 1 
PALM TREES CLASSIFICATION ACCURACY 

 

 
Fig. 5. a- [5,3,2] bands color composite. b- ICM classified map. 
c- ICM with texture classified map.   
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TABLE 2  
 RESULTS OF THE PROPOSED FRAMEWORK COMPARED WITH LM FILTERING AND LM FILTERING WITH SEGMENTATION MAP (REFERENCE 

DATA : 500 PALM TREES) 

 

 
Fig. 6. Palm treetops from : a- 3x3 LM filtering. b- the proposed 
variable window LM filtering.  

 

 
Fig. 7.  a- palm treetops from the proposed variable window LM 
filtering. b- retained palm treetops after the execution of the 
algorithm. 
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4 CONCLUSION 
In this paper we have proposed a framework to detect sin-
gle palm trees from WordView 2 satellite imagery by com-
bining the image processing techniques of LM filtering and 
ICM classification. The local maxima filtering based on a 
watershed segmentation map, worked remarkably well for 
the detection of palm treetops compared to a standard LM. 
Moreover, the comparative analysis between classifiers 
demonstrates that the proposed ICM classifier with the 
joint distribution of the Local Binary Pattern (LBP) opera-
tor, local variance and NDVI ratio outperforms ML, SVM 
and ICM. Through a proposed algorithm, the two results 
will complete each other, to develop the final palm trees 
map. 

The significance of this study is that the present frame-
work is capable of accurately identifying palm trees as well 
as detecting other tree species, however, the case of over-
lapping still significant issue for further investigation. 
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